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measurement metrics

Oconnectivity
Othroughput
Odelay
Opath
Orouting

measurement techniques

throughput measurement

Odata reduction techniques
ofiltering: e.g., record only TCP SYN packets
Oaggregation: e.g., flow-based accounting
osampling: e.g., record 1 in n packets
Dactive and passive measurement
Oactive: injects measurement packets
Opassive: monitors network without interfering in traffic
Orelated research area (not covered in the class)

Ovisualization
>how to understand massive information
Ointrusion detection/DDoS detection

Othroughput

Obits/sec (bps)

Opackets/sec (pps)

Othroughput is average by definition
Obenchmarking

Otest with actual load
Omainly for lab environment

Obandwidth estimation
Oestimates bandwidth without overloading network

packet processing overhead

packet size in real traffic

Ooverhead constant for a packet
Oe.g., header processing time

Ooverhead proportional to packet size
Oe.g., data transfer time

throughput

packet size

bounded by ' bounded by
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Omajority of packets are small
Omajority of bandwidth consumed by large packets
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benchmarking

TCP congestion control

Obenchmarking tools for UNIX
Onetperf, ttcp, treno, sting, etc

OTCP is often better than UDP
OUDP overflows all buffers but TCP adapts to available bandwidth
Oset TCP bulffer size larger than delay bandwidth product

OO

.

& \

bandwidth x delay
Odelay becomes larger under congestion by buffers at routers

sender receiver
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Ocongestion window controls volume of packets in flight

Oslow start/congestion avoidance

Oretransmit timeout
ofast retransmit/fast recovery
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TCP self-clocking

bandwidth estimation

Oreception of ack triggers next packet transmission
Oadapts to bottleneck bandwidth
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ack path

Opathchar
Obandwidth estimation by round-trip time
Oalgorithm
>per hop measurement by TTL (as traceroute does)
>repeated measurement with varying packet size
>pick up minimum round-trip time for each packet size
>linear regression to obtain propagation delay and bandwidth
Olimitations
Omany measurements required

Oaccumulation of errors
>especially narrow link behind fat link

oonly one-way
Oopen-source pathchar clone: pchar, clink

pathchar algorithm

delay measurement

Olinear regression
y=ax+b
a: RTT-delta/packetsize-delta (bandwidth)
b: delay for packetsize 0 (propagation delay)

rtt

packet size

Odelay components
Odelay = propagation delay + queueing delay + other overhead
Oif not congested, delay is close to propagation deley
Omethods
Oround-trip delay
oone-way delay requires clock synchronization

Oaverage delay
Omax delay: e.g., voice communication requires < 400ms
Ojitter: variations in delay




some delay numbers

path measurement

Opacket transmission time (so called wire-speed)
>1500 bytes at 10Mbps: 1.2msec
>1500 bytes at 100Mbps: 120usec
Ospeed of light in fiber: 180,000 km/s
>100km round-trip: 1.1 msec
>20,000km round-trip: 220msec
Osatellite round-trip delay
>LEO (Low-Earth Orbit): 200 msec
>GEO (Geostationary Orbit): 600msec

Dobserve a path to a certain host
©hop count measurement
>how many routers between 2 hosts
Otopology measurement
ofigure out network connections
>by path measurement
ofrom 1 location to many locations
ofrom multiple locations (router has multiple IP addresses)
>by routing information
Oroute flapping

CAIDA skitter

asymmetric routes

ovisualization of measured topology

Dasymmetric route between 2 ISPs are common
Opackets forwarded via the nearest exchange point to other ISP

ISPA

exchange

point 1

ISPB

packet capturing

privacy issues

Otcpdump
Ocan write captured packets to a file for post-analysis
Omany analysis tools read tcpdump output file
Otapping
Ohalf-duplex hub: tapping machine can see all traffic
ofull-duplex switch: splitter or port-mirroring needed
Otips to avoid packet drops
Ocapture length
Orun on lightly-loaded machine
ouse large BPF buffer to avoid packet loss by buffer overflow
ouse filters cleverly

Duser private data in packets
Oonly packet headers are of interest
Oremove protocol payload
>just removing payload makes traces much safer
Oanonimity of users
OIP address can identify a user
Oneed to scramble IP addresses in open traces

Otrade-off:
Ohow much privacy vs. how much details

Otcpdpriv: a tool for tcpdump file
oto remove payload
oto scramble addresses




filtering techniques

sampling techniques

Dextract packets of interest
o5-tuple: src address, dst address, src port, dst port, protocol
ounique src address and dst address pair
osingle host, single protocol
OTCP packets with specific flags
Oextract part of packets needed for analysis
OIP or TCP header

Oif possible, capture all packets, and then, filter
oto make further analysis possible

Operiodic sampling (every Nth packet)
Oeasy to implement
ocould synchronize with traffic pattern
Orandom sampling (with probability 1/N)
oto avoid synchronization
Ohashing
Oe.g., for flow sampling, use hash of 5-tuple

aggregation techniques

time in measurement

Duse flows at coarser level
Oe.g., src & dst address prefix, or AS number

Oexample: aggregation based traffic profiler by WIDE
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Dabsolute time
odifference from UTC (Universal Coordinated Time)

Orelative time
odifference between events

Oclock adjustment
oclock could jump forward or backward!
ontp slews clock if difference is less than 128ms

clock uncertainty

PC clock

Oclock uncertainty
osynchronization

>difference of 2 clocks
Oaccuracy

>a given clock agrees with UTC

Oresolution
>precision of a given clock

Oskew
>change of accuracy or of synchronization with time
Otime precision
Olocal clock skew/drift: 0.1-1sec/day
ONTP: synchronizes clock within 10-100ms
Otcpdump timestamp: 100usec-100msec (usually < 1msec)

0i8254 programmable interval timer
ofree-running 16-bit down-counter
>driven by 1,193,182 Hz oscillator

>when counter becomes zero
ogenerates interrupt, and reloads the counter register

1/0 Bus




clock drift

alternative clocks

Doscillator drift
Ohardware error margin: 10°(-5)
>0.86 sec/day within the spec
odrift heavily affected by temperature

clock clock A ideal clock

clock B

time

OPentium TSC (Time Stamp Counter)
Ohigh-resolution
>a 64bit counter driven by CPU clock
>1nsec resolution for LIGHz CPU
Olight-weight
>one instruction to read counter value
>even in user space

odrawbacks
>frequency varies

>power management changes CPU clock

Oexternal clock source
OGPS, shortwave radio, CDMA
>serial interface overhead

OS time management

UNIX gettimeofday

0OS manages software clock
Oinitialized at boottime from time-of-day chip
oupdated by hardware clock interrupts

Ostandard UNIX sets the clock counter (and divider) to
interrupt every 10ms (configurable)

Dolder OS has only clock-interrupt resolution
Omodern OS has much better resolution
Ointerpolate software clock by reading the remaining counter value
>resolution: 838ns (1 /1193182)

Oinside kernel
>access to the i8254 register: ~1-10usec

>conversion to struct timeval: ~10-100usec
Oouser space - kernel

>system call overhead: ~100-500usec
>process might be scheduled: ~1-100msec or more
Otimer events (e.g., setitimer):
otriggered only by timer tick (10msec by default)
Oeffects of process scheduling

NTP (Network Time Protocol)

NTP synchronization modes

Omultiple time servers across the Internet
Oprimary servers: directly connected to UTC receivers
Osecondary servers: synchronize with primaries
Otertiary servers: synchronize with secondary, etc

Oscalability

020-30 primaries, 2000 secondaries can synchronize to < 30ms
Omany features

Ocope with server failures, authentication support, etc

AN

Omulticast (for LAN)

Oone or more servers periodically multicast
Oremote procedure call

Oclient requests time to a set of servers
Osymmetric protocol

Opairwise synchronization with peers




NTP symmetric protocol

NTP system model

Omeasuring offset and delay
a=T2-Tlandb=T3-T4
clock offset § =(a+b)/2
roundtrip delay 6 =a-b

T2 T3

B T1 T4

Oevery message contains
OT3: send time (current time)

Oclock filter
>temporally smooth estimates from a given peer

Oclock selection
>select subset of mutually agreeing clocks

>intersection algorithm: eliminate outliers
>clustering: pick good estimates

oclock combining
>combine into a single estimate

Phase-Locked
Oscillator

Loop Filter

Clock Filter

Clock Filter

Clock Filter

Clock | Clock
Selection |,/ Combining

OT2: receive time
oT1: send time in received message Vveo
BPF timestamp gueueing theory
Otimestamp usually placed after 2 interrupts Oobservations of how queues behave
>recv packet, DMA complete opowerful mathematical tool for performance analysis
>model a system as a queue and a server (black box)
U . JULSHE gggger Egggﬂi%ﬂt >input: average rate with some known distribution
s ocompute service waiting time, queue length, etc
BPF “ filtering
| waiting line
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q = itemsin queueing system
Tq = queueing time

system performance by queueing theory

gueueing applications

operformance degrades rapidly when load approaches to 100%
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Oapplications

Oafter-the-fact analysis based on actual values

Omake simple projection by scaling up from existing data

odevelop analytic model based on queueing theory

Orun simulation based on queueing model
Olimitations

OPoisson inputs often assumed

>under-estimation for bursty inputs
De.g., 1st generation ATM switch with small buffer




common mistakes in data analysis

summary

Dfalse assumptions

Oerrors and bugs in tools
oprecision of calculation: valid digits, rounding errors, overflows
>integer (32/64bits)
032bit signed integer only up to 2G
>32bit floating point (IEEE 754 single precision)
osign:1bit, exponent:8bits, mantissa:23bits
16,000,000 + 1 = 16,000,000 !
>64bit floating point (IEEE 754 double precision)
osign:1bit, exponent:11bits, mantissa:52bits

orandom numbers
>pseudo random number generator

Operiod, distribution, (predictability)

Omeasurement metrics
othroughput, delay, path, etc
Odata reduction techniques
ofiltering, sampling, aggregation
Otime in measurement
oclock, OS time management, NTP
Ointroduction to queueing theory

Ofinal word
Olnternet measurement is still under active reasearch
Obetter measurement technologies are needed for better Internet
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assignment

Oobserve ping response time for 24 hours
Oe.g., ping -i 30 133.138.1.149
>"-j 30" sends request every 30 seconds
>you may use 133.138.1.149 as a target host

Ocalculate
>average response time and standard deviation

>minimum and maximum response time
>10th, 50th, 90th-percentile
Ooptionally, draw graphs (similar to ones shown in class)
Ohistogram and CDF
odaily plots
O (use gnuplot on UNIX)
Ocompare the results with the results shown in the class




